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Introduction

This White Paper aims to enrich the ongoing debate about 
implementing ethical considerations into artificial intelligence 
(AI) by looking at possible means and mechanisms to apply 
ethical values and principles in AI‑driven technology and 
machines in order to contribute to building a human‑centric 
AI‑society.1 The goal is to outline approaches to determine 
an AI governance regime that fosters the benefits of AI while 
considering the relevant risks that arise from the use of AI 
and autonomous systems. To this end, various concepts 
that could be applied to ensure that the use of AI does not 
conflict with ethical values are posited. The first section of 
this paper reviews certain ethical concerns encountered with 
the use of AI. The second section outlines and discusses 
the advantages and disadvantages of different governance 
instruments that could be evoked to implement ethics in 
AI applications. The third section presents various practical 
approaches for the governance of AI applications. Based 
on these insights, the fourth section concludes with 
recommendations to develop a holistic AI governance regime. 
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I. Ethical concerns in AI applications

1. Definition of basic terms

a. AI 

Despite intense ongoing discussion on the possible regulation 
of AI, no unanimous agreement on the definition of AI 
exists.2 AI as a term was first coined by John McCarthy 
for the Dartmouth Summer Research Project of 1956.3 
McCarthy defined AI as a machine that behaves “in ways that 
would be called intelligent if a human were so behaving.”4 
This definition, however, does not mention the technical 
functionality of AI. Focusing more on a technology’s ability to 
adapt to changing circumstances, a further definition of AI 
refers to “technology (software, algorithm, a set of processes, 
a robot, etc.) that is able to function appropriately with 
foresight of its environment”.5 The UK Government Office for 
Science defines AI as “the analysis of data to model some 
aspect of the world. Inferences from these models are then 
used to predict and anticipate possible future events”.6 This 
involves the creation of statistical models that use series of 
algorithms, or step‑by‑step instructions that computers can 
follow to perform a particular task.7

Technically, AI is, in the main, empowered by machine 
learning algorithms, i.e. algorithms that change in response 
to their own received inputs and consequently improve with 
experience.8 Machine learning has to be distinguished from 
deep learning. Deep learning algorithms consist of several 
non‑linearly connected layers (so‑called neural networks) 
where each unit in the bottom layer takes in external data, 
such as pixels of images for the purpose of face recognition 
systems, then distributes that information up to some or all 
of the units in the next layer. Each unit in that second layer 
then integrates its inputs from the first layer, using a simple 
mathematical rule, and passes the result further up to the 
units of the next layer.9 The input data accordingly passes 
through numerous layers of statistical data operations to 
produce the requested output data. Based on statistical 
techniques, such output is – as is the case for all AI‑generated 
output – probabilistic in nature.10 In view of the different 
layers being non‑linearly connected with each other in the 
form of neural networks, corresponding deep learning based 
processes become so complex that their decision‑making 
processes become entirely opaque and, therefore, decisions 
ultimately taken by such systems cannot be understood by 
humans (the so‑called black box effect).11 The multilayered 
approach allows corresponding machines to not only follow 
pre‑programmed decisions but to respond to changes within 
their environment. A further example in addition to face 
recognition systems referred to above are autonomous cars 
that can make real‑time decisions about speed and direction 
by administering sensor‑based data without input from a 
human user.12 In a summary, therefore, AI can be described 
as a technology that is able to adapt itself to changing 
circumstances on the basis of a certain self‑learning ability 
and produce specific output independent of human control.

b. Ethics

Ethics is commonly referred to as the study of morality.13 
“Morality” for the purpose of this paper is understood as a 
system of rules and values for guiding human conduct and 
principles for evaluating those rules.14 Consequently, ethical 
behaviour does not necessarily mean “good” behaviour. 
Instead, it indicates compliance with specific values.15 Such 
values are commonly accepted as being part of human 
nature (e.g. the protection of human life, freedom and human 
dignity) or as a moral expectation characterizing beliefs 
and convictions of specific groups of people (e.g. religious 
rules). Moral expectations may also be of individual nature 
(e.g. an entrepreneur’s expectation that employees accept a 
company specific code of conduct). This broad definition is 
used here as the intention of this article is not to approach 
AI from a specific normative perspective or to analyse AI 
in a moral sense but to contribute to the discussion on the 
determination of appropriate regulatory means to implement 
ethics into AI. In addition, the benefit of this neutral definition 
of ethics is that it addresses the issue of ethical diversity from 
a regulatory and policy‑making perspective.

2. Potential benefits of AI applications

A recent study, conducted on behalf of the European 
Parliament, concludes that AI applications will likely be used 
in almost all aspects of our daily lives.16 AI’s benefits include 
the reduction of economic inefficiencies and labour costs, 
as well as an increase in high‑skilled jobs. Moreover, AI can 
help companies to understand their individual customers 
better and thus develop more customized products 
tailored to their specific needs. The increasing flexibility 
of smart factories is likely to play a decisive role in this 
regard.17 Knowing the customer better also results in more 
individualized and, as a consequence, economically efficient 
sales and marketing strategies.18 While these benefits 
appear to favour companies in modern economic systems, 
AI applications can bring specific benefits to consumers. 
These, however, predominantly depend on where and how 
AI is to be applied. For example, in the individualization of the 
manufacturing process, one benefit to consumers is that the 
variety of products offered to them increases. The increasing 
flexibility of smart factories also multiplies competition 
between companies that might not have been considered 
as competitors.19 This increased competition can force 
companies to pass on the reduced AI‑driven production 
costs to their customers so they benefit from cheaper prices.
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3. Potential risks of AI applications

a. Loss of jobs

Technological change has traditionally been accompanied 
by fundamental societal changes, often including massive 
job losses.20 Historically, for instance, with the completion 
of the first US transcontinental telegraph line in 1861, 
the services of Pony Express riders became obsolete.21 
Telegraph lines, however, soon became the basic fundament 
for the emergence of the new telecommunication industry, 
creating myriad new jobs over time. The increasing use 
of AI poses the question of whether it can be seen as the 
new telegraph line, forming a breeding ground for a new 
job‑intensive AI‑industry, or whether the delegation of more 
tasks to AI systems may lead to a significant number of job 
losses, even in the long term.22 This raises uncertainties 
about whether a more automated, digital society and 
economy will provide sufficient opportunities for people to 
earn a living.23 While precise calculations are still lacking, 
studies conducted so far estimate that 49% of activities 
performed in jobs,24 or between 21% and 38%25 of jobs 
in the developed world, could be lost as a result of an 
increasingly digitalized and automated economy. A recent 
study conducted in the United Kingdom estimates that 
countervailing displacement and income effects are likely to 
broadly balance each other out over the next 20 years.26

b. Liability for damages caused by AI systems

AI systems are increasingly being used in close proximity to 
humans, which raises the question of who should be held 
liable for potential damages caused by their operation.27 
This is even more relevant as a malfunction in automated 
systems could have multiplying effects. 

The critical ethical issue in this respect is whether a human 
being is responsible for damages caused by an AI‑driven 
or otherwise automated machine which, after consideration 
of certain data, has taken an autonomous decision and 
caused harm to a human’s life, health or property. While 
one could argue that the person having implemented or 
used the AI system in fulfilment of an owner obligation is 
responsible, this question will become more critical as more 
and more autonomous decisions are made by AI systems. 
Legal accountability is generally not found if independent 
events or decisions cause specific damage, unless the 
law provides for strict liability regimes, as is the case in 
Europe in product liability law.28 Fault‑based liability regimes 
might therefore expose victims of AI‑caused damages to 
significant protection gaps. 

Whether the existing mixture of fault‑based damages 
compensation regimes and strict liability rules on product 
liability are appropriate for potential harm caused by AI and 
autonomous systems is subject to debate.29 Responsibility, 
accountability and liability are some of the fundamental 
ethical concerns that must be discussed in depth in relation 
to new AI applications.30 

c. Lack of transparency of AI

AI systems are often criticized for their lack of 
transparency.31 The UK Information Commissioner’s Office 
expressly states: “The complexity of the processing of 
data through such massive networks creates a ‘black box’ 
effect. This causes an inevitable opacity that makes it very 
difficult to understand the reasons for decisions made as 
a result of deep learning.”32 Transparency is required for 
various reasons:33 from a user perspective, transparency 
is important to build trust in the use of an AI system. Users 
need to understand what an AI system will do in different 
circumstances. AI systems should therefore not behave in 
an unexpected manner.34 

d. Loss of humanity in social relationships and lack of 
protection of human life and human dignity

Ever more critical, AI has the potential to cause 
fundamental changes to humanity: “What is changing in 
our young, fast‑growing digital civilisation is that we can 
delegate decisions in our individual, family or social lives 
to technology. Human existence can be subcontracted 
to software. (…) We’ve already started putting aside our 
feelings, intuitions and dreams in favor of more reasonable 
choices, calculated by an algorithm and powered by 
objective data.”35 In addition, more automation and reliance 
on AI to make decisions in our daily lives may lead to 
a decrease in social contacts. Indeed, AI applications, 
such as healthcare robots in hospitals, service robots for 
elderly people or service robots used in the field of tourism 
and, last but not least, AI‑enabled toys, may result in 
increasing man‑to‑machine interaction. It is unclear how 
this development – more human–machine interaction, on 
the one hand, and fewer social contacts, on the other – 
may affect our emotional life and ways of thinking.36 Even 
typical human strengths, such as emotions and intuition, 
could be affected significantly by the increasing reliance on 
AI for decision‑making purposes.37 The new technological 
developments pertaining to the implementation and use 
of AI will consequently give rise to fundamental questions 
about what human life is, what humanity is, what human life 
and dignity mean and what the relationship to AI systems 
are when it comes to social interaction with corresponding 
machines. Further issues regarding AI systems that are 
used for social interaction are how such systems should 
behave from an ethical and moral point of view and to what 
extent self‑learning mechanisms and autonomous behaviour 
should be allowed.38 A world in which computers can “fake” 
human emotion and AI can be used to produce fake news 
and information is difficult for humans to navigate. Simply 
put, humans are not equipped to live in a world where they 
are asked to constantly judge what is false and what is real.
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e. Loss of privacy

To make intelligent decisions, AI systems need to collect 
and process data. Thus, the access to data is fundamentally 
important to the development of digital technologies in 
general, and AI in particular.39 With regard to personal data, 
however, a major concern in certain societies is to ensure 
that the privacy of such data is protected and maintained.40 
In some societies, it is considered crucial to make sure 
that, while accessibility of non‑personal data is improved, 
sufficient data protection standards are implemented in 
relation to personal data.41 From a European perspective, 
the General Data Protection Regulation, a new and stricter 
regulatory framework, came into force on 25 May 2018.42 At 
the same time, appropriate means and mechanisms must 
be implemented to protect AI systems against abuse. That 
need is underlined by the ongoing discussion about whether 
an automobile infotainment system susceptible to being 
hacked can lead to the liability of the car manufacturer.43

f. Loss of personal autonomy

While the development of intelligent assistants may be 
convenient and help to manage administrative and other 
daily tasks, in certain respects the rise of intelligence and 
autonomy in machines and software tools may also decrease 
the intelligence and autonomy of the human user. Digital 
dementia is a phenomenon described by psychologists as 
a possible consequence of overusing digital technology, 
which could result in the deterioration or breakdown of 
cognitive abilities.44 Overuse of digital technology may also 
have an impact on personal autonomy, depending on the 
degree of digital assistance that is increasingly relied upon 
to complete even trivial tasks, such as watering indoor 
plants.45 As a consequence of the growing reliance on digital 
assistance, basic human capabilities could be lost.46 Indeed 
the self‑determination theory suggests that humans need 
autonomy to function properly in life.

g. Restriction in the plurality of opinions and 
competition – the information bias of AI and 
autonomous systems

A further critical issue is that AI applications reflect the 
background and bias of the source that programmed them.47 
In view of the rapid development of digital products and 
markets, such bias multiplies quickly and consequently 
may have a widespread impact.48 The increasing use of 
algorithms can further reduce the plurality of views expressed 
in public discussions. The use of chat bots is an example 
in this regard. Chat bots pick up certain views and facts 
and share them with as many readers as possible. This 
automated mass distribution may cause critical information 
bias and distort predominant public opinion. This is of 
particular concern to society if incorrect or biased facts 
(often referred to as fake news) are intentionally spread by 
chat bots to influence certain decision‑making processes.49 
Consequently, corresponding new communication strategies 
may have tortious interference on elections and other 
democratic decision‑making procedures, thereby causing 
significant concerns.50 In addition to a possible reduction 
in the plurality of views and opinions, algorithms may also 
reduce competition, impacting negatively on innovation.51 

h. Error proneness and susceptibility to manipulation of 
AI

Using and implementing AI from a technical perspective 
means using and implementing software and computer 
systems. It is acknowledged, however, that both software 
and hardware do not function correctly all the time; rather, 
different kinds of errors may occur.52 Also to be kept in 
mind is that AI‑generated decisions and results are based 
on algorithms that use statistical models analysing certain 
amounts of data.53 But the use of statistical models may 
generate faulty decisions and results, be it because the data 
analysed for a specific case does not reflect the individual 
circumstances of the respective scenario, because the data 
analysed are biased or incorrect, or because the statistical 
model is incomplete or incorrect.54 From a legal perspective, 
decision‑making processes relying on statistical models 
involve automatic discrimination with regard to cases that 
differ from the statistical role model.55

Further, computer and software technology is susceptible 
to errors and manipulation.56 Even computer and software 
systems believed to be secure, including the network of 
the Government of the Federal Republic of Germany, have 
been hacked successfully.57 The German Federal Office 
for Information Security (Bundesamt für Sicherheit in der 
Informationstechnik, BSI) in general concluded in its report 
on the state of IT security in Germany in 2017 that “the 
risk situation is continuously tense and at a high level”. 
According to the BSI, “vulnerabilities exist in software, and 
in some cases even hardware products, which are used 
most often. These vulnerabilities enable attackers to recover 
information or gain control over systems”.58 This indicates 
that software and hardware systems, which are at the root 
of AI, are highly error‑prone and susceptible to manipulation. 
Flash crashes have already provided insights into what 
might come to pass.  

i. Manipulation, surveillance and illegal behaviour

Finally, the risk that AI can be abused for manipulation, 
surveillance or other quasi‑legal purposes is high. For 
instance, democratic elections could be manipulated,59 
facial recognition systems could be abused to control 
citizens60 and companies could use price determination 
algorithms to set sales prices above the market level, 
thereby harming consumers.61 
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The potential benefits and the variety of concerns involved 
in the use of AI demonstrate the need for a variety of 
ideas on how to mitigate or even eliminate the risks, so 
the technology can best be used. Technical solutions 
and traditional regulatory approaches are considered 
below, including binding and non‑binding measures of 
self‑regulation: 

1. Technical means and mechanisms – Ethics 
compliance by design

a. Bottom‑up versus top‑down approaches – The Tay 
example 

To implement ethical decision‑making criteria technically, 
both a bottom‑up approach and a top‑down approach are 
possible.62 In a bottom‑up approach, machines would be 
expected to observe human behaviour in specific situations 
and learn how to make ethical decisions on that basis. 
However, by observing people, the machines would not 
adopt what is ethical but what is common.63 In 2016, shortly 
after its launch, Microsoft’s chat bot Tay started making 
racist, inflammatory and political statements that it had been 
taught by users determined to undermine it.64 Therefore, 
from a technical perspective, it appears that a top‑down 
approach is better suited to implement ethics into AI. In 
such an approach, ethical principles would be programmed 
directly into an AI system.65 

b. Casuistic approach

Ethical principles could be implemented in AI systems on a 
casuistic basis. Machines would be programmed to react 
specifically in each situation where they may have to make 
an ethical decision. A healthcare robot, for instance, could 
be programmed to always consider the will of its user, i.e. 
the patient, before taking specific action. If the user did not 
express a clear will in relation to a specific situation, the 
robot would need to ask for the user’s confirmation before 
taking action. In emergency situations, a healthcare robot 
could be programmed to first check its user’s advance 
directive before initiating first aid measures. The robot could 
even be programmed to take different decisions depending 
on the type of emergency and the user’s state of health. 
Difficulties, however, would arise when no advance directive 
is available and the user is not in a position to express 
their will any longer. Probably, to protect the absolute 
fundamental right to human life,66 in this scenario an AI 
system default setting should decide on the action that has 
the highest probability of saving the user’s life. But there are 
fears that a system that teaches itself might decide that it 
knows better what is needed than its original programmers.

II. 	 Means to implement ethics in AI applications

c. Dogmatic approach

Rather than anticipating all possible scenarios in which 
an AI system would need to take an ethical decision and 
then programming the AI system, the systems could be 
programmed in line with a specific ethical school of thought. 
Examples include utilitarianism, Kantian ethic,67 Asimov’s 
Three Laws of Robots68 or the Golden Rule,69 international 
philosophies and different religions that propose that one 
should not treat others in a way that they would not like to 
be treated.70 A major issue is that an AI system programmed 
in line with a certain ethical school of thought would make 
decisions slavishly on the basis of that specific school. It 
is, however, not yet clear whether AI systems could be so 
programmed. But by doing so, a decision could in a specific 
scenario end up being unethical. Most ethicists apply the 
rules of various schools of thought to resolve a specific 
ethical issue in order to make well‑balanced decisions.71 
Therefore, it appears – at least for the time being – that 
the technical approach is preferable to program ethical 
principles into AI systems on a more casuistic basis relying 
on specifically programmed decision‑making structures. 
Still, it remains a challenge for AI system designers to 
generally deal with this question and decide on a design 
philosophy for algorithmic decision‑making frameworks. As 
a potential approach to resolve the issue of situation‑specific 
ethics applications, the recommendation is for ethical 
requirements for computational systems to be developed 
collaboratively and reviewed to achieve consistency in the 
decision‑making process.72 Close cooperation between 
researchers, developers and policy‑makers is necessary to 
develop a common understanding of the relevant ethical 
principles that are culturally relevant on the basis of which 
the “good AI society” can be developed.73 The World 
Economic Forum is working with partners on the concept 
of an AI “ethics switch”, which would allow the AI to change 
ethical protocols in diverse jurisdictions, or switch off in the 
event of exceeding its mandate.

d. Implementing AI on a technical meta‑level

In view of the autonomous nature of decisions made by AI, 
an AI‑driven monitoring system that controls a machine’s 
compliance with a predetermined set of laws and ethical 
rules on a meta‑level (“guardian AI”) could be developed. 
Such guardian AI could technically interfere in the basic AI’s 
system and directly correct unlawful or unethical decisions. 
Also, a corresponding guardian AI could be programmed 
to report the basic AI’s unlawful or unethical decision to 
an appropriate enforcement authority or agency.74 These 
requirements and benefits can be transformed in concrete 
technical solutions, when they are available.75 
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e.  The insufficiency of technical means and 
mechanisms

However, while technical means may eventually be able 
to resolve ethical issues, these approaches are probably 
insufficient to make sure that AI systems do indeed take 
ethical considerations into account in their decision‑making 
process. AI systems are constructed by, programmed by 
and used by humans and companies. Therefore, unless 
the people and companies responsible for programming 
and using them are committed to ethical standards 
for personal reasons, humans and companies will only 
program and use AI systems in an ethically aligned manner 
if they are forced to do so by binding legal rules, or if they 
believe that a corresponding ethically aligned system 
design is economically or otherwise beneficial to them. To 
make sure that AI systems behave according to ethical 
principles, it is therefore necessary to adopt a variety of agile 
governance mechanisms, including, for example, binding 
legal requirements or the creation of economic incentives to 
promote ethically aligned AI system design. 

2. Policy‑making instruments

Considering the insufficiency of technical means to ensure 
ethical AI decision‑making processes, it is necessary to 
consider possible policy‑making instruments, such as 
legislation. While legislation has the advantage of providing 
binding and enforceable rules that are established and 
consequently generally accepted on the basis of a 
democratic process that ensures transparency and the 
participation of the people and relevant interest groups, 
laws can often only protect a minimum consensus 
of ethical rules. Therefore, legislation may not be an 
appropriate regulatory instrument insofar as the specific 
ethical interests of selected individuals are concerned. 
In addition, in view of their territorial limitation, laws only 
bind people of, and within, respective national states.76 
It is often difficult to respond to technical developments 
with regulatory mechanisms sufficiently quickly to keep up 
with the technology. Also, legislation is often perceived as 
having a negative impact on innovation and may ultimately 
disadvantage domestic businesses in relation to businesses 
in less regulated countries. However, legislation can bring 
about new incentives to innovate as companies compete 
to adopt compliant technologies and business models. For 
instance, with regard to data protection, efficient legislation 
can be considered a competitive advantage and incentivize 
businesses to develop innovative privacy by design 
solutions and transfer their registered offices to countries 
assuring a high level of data protection.77 This consideration 
should also be kept in mind in relation to other ethical rules 
and values. Customers might generally like the fact that 
businesses are subject to certain strict and binding statutory 
regulations and accordingly prefer services rendered 
by those companies that are subject to corresponding 
strict laws. A balanced governance approach therefore 
needs to take into account the potential anti‑ as well as 
pro‑competitive effects of legislative regulation. 

Therefore, for governance‑making purposes, it is important 
to be aware of the plurality of policy‑making instruments 
that could be considered, as an alternative or in addition to 
legislation, for implementing ethical considerations into AI 
applications. Possible policy‑making instruments in addition 
to legislation are:  

–– international resolutions and treaties78

–– bilateral investment treaties (BITs)79

–– self‑regulation and andardization80 

–– certification

–– contractual rules

–– soft law81

–– agile governance82

–– monetary incentives83 
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III.	 Two practical approaches to implement ethics in AI 
systems

The IEEE Global Initiative on Ethics of Autonomous and 
Intelligent Systems (“The IEEE Global Initiative”) and the 
World Economic Forum’s project on Artificial Intelligence 
and Machine Learning are concrete practical approaches to 
implement ethics into AI and autonomous systems. 

1. The IEEE Global Initiative

The IEEE Global Initiative is a programme of the Institute 
of Electrical and Electronics Engineers (“IEEE”) launched in 
December 2015. A primary goal of the initiative is to ensure 
that technologists are educated, trained and empowered 
to prioritize ethical considerations in the design and 
development of autonomous and intelligent systems.84 To this 
end, the IEEE Global Initiative issued the document, “Ethically 
Aligned Design – A Vision for Prioritizing Human Well‑being 
with Autonomous and Intelligent Systems”85 and, with its 
standards of the so‑called IEEE P7000™ series, presents 
specific proposals for actual operational standards that can 
be adopted by AI and autonomous system designers.86 

The annual “Ethically Aligned Design” reports summarize 
insights and recommendations of reference to technologists 
in the related fields of science and technology who are 
developing and programming AI and autonomous systems. 
The document, to this end, identifies pertinent issues and 
“candidate recommendations”, which facilitate the emergence 
of national and global policies that align with these principles.87 
The document, and in particular its recommendations, can be 
used as a basis for developing operational standards.88

2. The World Economic Forum project on 
Artificial Intelligence and Machine Learning

With its focus on international public‑private partnerships, 
the World Economic Forum provides a neutral and objective 
platform to help countries and businesses that are struggling 
with policy implementation and AI governance. The Forum 
is establishing Centres for the Fourth Industrial Revolution in 
San Francisco, Tokyo, Beijing and Mumbai. Affiliate Centres 
are also being planned globally. Governance projects for AI 
and other technologies will be co‑created with governments, 
businesses, academics and civil society at these Centres. 
The projects include: 

a. Unlocking public‑sector AI

Although AI holds the potential to vastly improve 
government operations, many public institutions are 
cautious about harnessing it because of concerns over bias, 
privacy, accountability, transparency and overall complexity. 
Baseline standards for the public sector’s responsible 
procurement and deployment of AI can help overcome 
these concerns, opening the door to new ways for 
governments to better interact with and serve their citizens. 
Also, as a softer alternative to regulation, governments’ 
significant buying power and public credibility can drive 
private‑sector adoption of these standards.

b. AI Board leadership toolkit

As AI increasingly becomes an imperative for business 
models across industries, corporate leaders will be required 
to identify the specific benefits this complex technology can 
bring to their businesses as well as their concerns about 
the need to design, develop and deploy it responsibly. 
A practical set of tools can help Board Members and 
decision‑makers ask the right questions, understand the 
key trade‑offs and meet the needs of diverse stakeholders, 
as well as consider and optimize certain approaches, such 
as appointing a Chief Values Officer or creating an Ethics 
Advisory Board. 

c. Generation AI

This project specifically deals with developing standards 
to protect children. AI is increasingly being imbedded in 
children’s toys, tools and classrooms, creating sophisticated 
new approaches to education and child development 
tailored to the specific needs of each user. However, 
particular precautions must be taken to protect society’s 
most vulnerable members. Actionable guidelines can help 
address privacy and security concerns arising from data 
unknowingly collected from children, enable parents to 
understand the design and values of these algorithms, 
and prevent biases from AI training data and algorithms 
undermining educational objectives. Transparency and 
accountability can build the trust necessary to accelerate 
the positive social benefits of these technologies for all. 

d. Teaching AI ethics

Decisions regarding the responsible design of AI are 
often made by engineers who receive little training in the 
complex ethical considerations at play in their designs’ 
various real‑world uses. Universities are still struggling to 
find effective ways to integrate these issues into curricula 
for technical students. The World Economic Forum Global 
Future Council on Artificial Intelligence and Robotics is 
creating a repository of actionable and useful material for 
faculty who wish to add social inquiry and discourse into 
their AI coursework. 

e. The regulator of the future

Another way of addressing the problem of adequately 
implementing ethics into AI is to reimagine the regulator as 
an entity that works with business to certify AI products as 
well as protect the public. 
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IV. AI Governance – Determining the appropriate regulation 
design

Designing an appropriate AI governance regime is a 
complex challenge, as a careful risk assessment –
often referred to as an “impact assessment” – must be 
conducted. This assessment is particularly complex with 
regard to the issue of AI governance.  

1. The need to conduct a risk assessment with 
regard to new technologies

New technologies are generally driven by optimistic 
expectations of the potential benefits that the researchers 
and developers intend to achieve. Yet new technologies 
always entail new risks. One illustration is the exploration 
and development of nuclear power. The optimistic 
expectation initially was that this new technology 
would resolve the world’s energy supply problem. 
The consequences that humanity is still facing are the 
development of nuclear weapons and the as yet unresolved 
challenge to environmentally and sustainably deal with 
nuclear waste. So what lesson was learned? Should we not 
engage in new technologies because of potential abuses 
and unwanted side effects? More concretely, should the 
fear of an autonomous combat robot and other potentially 
uncontrollable AI systems stop us from using AI? From a 
realistic point of view, this question can only be answered 
in the negative. At the same time, however, the lessons 
learned from history teach the need to be cautious and to 
assess potential risk scenarios carefully before implementing 
and establishing a potentially risky and uncontrollable new 
technology.89 On this basis, abuse and risk prevention 
means and mechanisms can be employed. A corresponding 
risk assessment and scientific review involving relevant 
experts and concerned people may even result in the 
definition of use cases that show the circumstances in 
which a certain technology like AI should not be employed 
at all. For other use cases, specific preconditions, such as 
the need to pursue marketing authorization procedures 
or implement specific security technologies, must be 
considered.

Obviously, this may result in additional regulation and 
corresponding law enforcement actions. However, this 
process and the regulation that may ultimately be found to 
be appropriate as a consequence of such risk assessment 
should be considered as the conditio sine qua non of 
advancing towards a more digitalized and automated living 
and working environment while avoiding opening a Pandora’s 
box. In addition, conducting risk–benefit assessments and 
implementing risk and abuse prevention mechanisms not 
only protect people and their fundamental rights but further 
increase the general acceptance of new technologies and 
thus ultimately result in economic welfare gains. 

2. The complexity of AI governance 

In relation to AI, designing an appropriate governance 
system is particularly difficult – first, because of the diverse 
nature of ethical concerns; second, due to the difficulty of 
determining the appropriate regulatory instrument; and, 
third, because of the complex interactions between the 
relevant technology, the economy and markets, individual 
humans and society, as well as the environment and, 
ultimately, politics and regulation.

a. Ethical diversity

While the focus has long been on high‑speed Internet 
access, debate is now addressing the urgent topic 
of the ethical and societal implications that the digital 
transformation in general and AI in particular is likely to have. 
The European Commission’s Group on Ethics in Science 
and New Technologies has presented a comprehensive list 
of ethical concerns, which are summarized in Figure 1.90 

Figure 1: The ethical principles of the Group on Ethics in 
Science and New Technologies

The ethical principles of the European Group on Ethics 
in Science and New Technology
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Source: European Group on Ethics in Science and New Technologies, 
“Statement on Artificial Intelligence, Robotics and ‘Autonomous’ Systems” 
(2018)

The purpose of this paper is not to discuss the 
content‑related details pertaining to the ethical principles 
that might be incorporated by AI applications, which 
requires a broader and separate debate across national, 
religious and cultural boundaries. What is particularly 
relevant for the topic dealt with herein is the existing variety 
and diversity of ethical values, their priorities and relationship 
between them. 

It goes without saying that there are fundamental and 
universal concerns as defined, for instance, in Art. 2 of the 
Treaty on European Union: “The Union is founded on the 
values of respect for human dignity, freedom, democracy, 
equality, the rule of law and respect for human rights, 
including the rights of persons belonging to minorities. 
These values are common to the Member States in a 
society in which pluralism, non‑discrimination, tolerance, 
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justice, solidarity and equality between women and men 
prevail.” Fundamental human values are further set out in 
the UN’s Universal Declaration of Human Rights and other 
declarations that expand these rights to specific groups, 
such as children.91 In contrast, other ethical concerns 
reflecting the beliefs of certain individual convictions or 
communities of values should only be regulated in a manner 
that reflects the voluntary nature of ethical compliance. This 
diversity of values needs to be taken into consideration as 
regards the possible regulation of ethics. That is all the more 
true in view of the fact that even fundamental needs, for 
example the protection of human dignity, may be accepted 
on a global basis but remain controversial when they are 
brought to life by defining specific requirements and duties 
to be complied with by concrete AI applications.

An assessment of the ethical implications of AI applications 
also strongly depends on the relevant cultural and economic 
framework conditions. This becomes particularly apparent, 
for instance, in the field of education and is addressed in 
the work of the World Economic Forum Teaching Ethical 
AI project. Taking the example of the German Federal 
Network Agency’s decision regarding Cayla,92 from a US 
and European perspective that decision will generally 
be considered ethically justified in view of the need to 
protect a child’s right to privacy. As more of these devices 
come onto the market, often marketed as educational 
toys, the questions that arise around the ethics of AI are 
writ large in this microcosm. Privacy, bias, surveillance, 
manipulation, democracy, transparency, accountability – 
all can be challenged by the AI‑enabled toy. However, an 
ethical evaluation may be different from the perspective of 
developing countries. In many of them, being able to speed 
up and increase access to education is believed by most 
economists as the best way to close the gap between the 
developed and developing world. AI‑enabled toys might 
one day achieve precision education (education using AI 
that teaches each child individually) and, as our children will 
be working with autonomous robots, this may be excellent 
preparation. The difficult question for regulators then is 
how those potentially good outcomes will be balanced, 
in particular considering possible additional obligations 
that may arise for relevant AI companies. For instance, if a 
regulator should infer that AI‑enabled toys may be offered 
for educational purposes and thus the relevant AI company 
collects the children’s data, even if it is not being stored, 
should the company red flag children who share suicidal 
thoughts, other self‑harming behaviour or threat scenarios? 
Ethically, one could argue that technology enables a 
company to protect a child’s life by informing the parents of 
possible dangerous scenarios. Whether privacy and private 
autonomy or the protection of a child’s health and life is 
attached greater weight, however, will most likely not be 
decided unanimously across the globe. 

b. Selecting the appropriate regulatory instrument

Good AI governance requires that the right regulatory 
instrument be chosen for each ethical concern. In view of 
the diversity of ethical values outlined above, it’s clear there 
can be no “one‑size‑fits‑all” solution. Formal legislation 
may in particular be required under such principles as the 
German constitutional principle of “Parlamentsvorbehalt” in 
case the use of new technologies has material implications 
on the protection of fundamental rights and constitutional 
principles.93 Also, the obligation not to cause harm to other 
people, the need to compensate for damages in case harm is 
caused, as well as the obligation to respect personality rights 
and private autonomy and to protect privacy are generally 
subject to regulation by statutory laws on the national and 
international levels. In this regard, the precautionary principle 
may further call for binding legislative regulation.94 

In contrast, individual ethical concerns following personal 
convictions might best be realized by individual, bilateral 
contractual agreements that are binding upon the parties 
to such agreement only. Value communities following 
group‑specific convictions might be interested in the 
development of self‑regulation‑based certification systems 
that indicate compliance of products with relevant 
group‑specific ethical values. For instance, whether an 
autonomous system was produced by sourcing sustainable 
resources and the exclusive use of renewable energy could 
be indicated by appropriate certificates. A further example 
is a smart home robot that could be programmed to only 
recommend suppliers of kosher food to its Jewish owners. 

In addition to the various policy‑making instruments 
explained above, the development of technological 
standards that allow technical solutions that comply with 
specific regulatory requirements should be considered. 
Adopting an AI design in care robots that respects the 
user’s will as its guiding operational principle could be 
made by compliance with a relevant technology standard 
while a different standard could be developed for a more 
paternalistic AI system design. The kind of technology 
standard employed could be indicated to users by reference 
to a certain certificate. As already indicated, regulators 
should, in addition, consider granting specific monetary 
incentives to ensure the compliance of AI applications with 
ethical requirements. In particular, as AI is an emerging 
new technology, a particular adaptive approach could be 
to subject research and development funding grants to 
compliance with specific ethical principles. An example of 
rethinking legislation can be seen in the United Kingdom’s 
Modern Slavery Act 2015. The government wanted to 
encourage truthful reporting by companies and thus 
enforced moderate rather than punitive fines.

Policy‑makers should consider the diverse nature of 
ethical concerns and work on the basis of a graded 
governance system for ethical concerns in AI and 
autonomous systems to determine the appropriate 
content and technique for regulation. A graded 
governance model is illustrated in Figure 2: 
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Figure 2: Graded governance model for the implementation 
of ethical concerns in AI systems
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c. The magic square of regulation in technological 
societies

AI governance is a particularly complex and difficult task 
also because all relevant parameters are directly or indirectly 
interrelated. The increasing use of AI and autonomous 
systems has a direct impact on humans, society and the 
environment. Existing jobs may become obsolete, new jobs 
will arise, less social interaction and more man‑to‑machine 
communication is expected and more raw materials may 
be consumed to increasingly build machines.95 At the 
same time, new technologies bring about new business 
opportunities and can thus shape new markets or reshape 
existing ones. Depending on the nature of these new 
technologies’ effects, governments may need to consider 
new regulatory actions. Regulation, however, implies a 
value decision must be made in light of various, sometimes 
even contradictory, fundamental principles. This includes 
the principle of competition, considered a key driver of 
consumer and public welfare, and further fundamental 
normative principles as expressed in basic rights, 
constitutional principles and ethics. 

Particular difficulties arise because the actions or reactions 
of one of the aforementioned stakeholders can affect 
the other aspects and stakeholders. Also, as mentioned, 
regulation can have an impact on innovation dynamics. 
However, regulation may foster the development of new 
technologies and technology‑focused business models. One 
example already referred to above is data privacy regulation, 
which on the one hand restricts the free use of personal 
data but on the other incentivizes businesses to develop 
privacy‑by‑design solutions, and thereby contributes to a 
high level of data protection. The relationship between the 
affected stakeholders and the principles to be referred to for 
regulation purposes can, therefore, best be described as a 
magic square, illustrated in Figure 3: 

Figure 3: Magic square of regulation in technology‑driven 
societies

Source: Authors

Finding the right regulatory solution within this magic 
square in view of new digital and AI‑driven technologies 
is a particular challenge because the technology changes 
rapidly and no one knows at what stage it will be in five 
years. In addition, innovation cycles are generally extremely 
short in the field of digital technologies, including AI and 
autonomous systems, so the regulation itself is challenging 
in this field. Consequently, the governance mechanisms 
chosen must be agile. 
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3. The question of when to regulate

In view of the increasingly short innovation cycles, 
policy‑makers must also deal with the question of when to 
regulate. Overhasty regulatory actions should be avoided, 
however. To efficiently and effectively protect fundamental 
rights and values, policy‑makers need to ensure that the 
necessary regulation is implemented sufficiently early to 
avoid new technologies causing irreparable harm. One need 
only think of the hypothetical situation humanity would have 
met had there been forethought regarding the possible 
dangers associated with the use of nuclear energy. Having 
initially considered the potential abuses and possible ways 
to deal with nuclear waste would have avoided significant 
evils shadowing modern human history. This example 
illustrates that deliberating the possible dangers and 
methods in order to address and avoid them should be the 
first step when contemplating new technologies, in particular 
in cases involving AI whose operating modes and impacts 
cannot be entirely foreseen. It is now time to carefully 
evaluate the possible risks and ways to exclude or at least 
limit the risks. In particular, the precise definition of certain 
red lines should be considered for AI, as should whether, 
in view of the sensible application of the precautionary 
principle, AI algorithms, at least in certain use cases, should 
be subjected to an appropriate ex ante control system.96 
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The increasing use of AI and autonomous systems will 
have revolutionary effects on human society. Despite many 
benefits, AI and autonomous systems involve considerable 
risks that must be managed well to take advantage of 
their benefits while protecting ethical values as defined 
in fundamental rights and basic constitutional principles, 
thereby preserve a human‑centric society. This White 
Paper advocates the need to conduct in depth risk–benefit 
assessments on the use of AI and autonomous systems 
and points out major concerns related to them, such as 
possible job losses, potential damages they might cause, 
a lack of transparency, the increasing loss of humanity 
in social relationships, the loss of privacy and personal 
autonomy, information biases, as well as error proneness 
and susceptibility to the manipulation of AI and autonomous 
systems. This analysis aims to raise policy‑makers’ 
awareness so they address these concerns and design 
an appropriate AI governance regime that preserves a 
human‑centric society. Raising awareness of the eventual 
risks and concerns should not, however, be misunderstood 
as an anti‑innovative approach. Rather, the risks and 
concerns must be considered adequately and sufficiently to 
make sure that such new technologies as AI and autonomous 
systems are built and operate in a way that is acceptable to 
individual human users and human society as a whole. 

The variety of possible policy‑making instruments underlines 
that ethical concerns are not necessarily best addressed by 
legislation or international conventions but that, depending 
on the ethical concern at hand, such alternative regulatory 
measures as technical standardization or certification may 
be preferable. For individual ethical concerns, bilateral 
contractual agreements may be sufficient. As suggested 
in this paper, an approach to develop a visionary AI 
governance regime could be to follow a graded governance 
model for the implementation of ethical concerns in AI 
systems. Good AI governance consists of a balanced policy 
mix with as much legislation as necessary and as much 
freedom as possible, combined with appropriate certification 
systems, technology standards and monetary incentives. 
Concerning the latter, regulators should in particular take 
their responsibility and messages seriously and only support 
research and development projects that comply with 
fundamental ethical principles and values.

Summary and outlook
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